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Abstract— Inverse kinematics is a nonlinear problem that In this paper, an adaptive niching method to solve the
may have multiple solutions. A Genetic Algorithm(GA) for  |K problem is proposed. This algorithm is based on a
solving the inverse kinematics of a serial robotic manipulator is minimizing GA to find the joint angles that produce the least
presented. The algorithm is capable of finding multiple solutions L . -

positioning and orientation error of the end effector from

of the inverse kinematics through niching methods. ) N g
Despite the fact that the number and position of solutions in those of the desired values. The contributions of this paper

the search space depends on the the position and orientation can be highlighted as:
o i e fecor == el 2 s confluraion of he 195t . By using a niching method, the algortm i able (0 fnd
limited to a minimum through the use of an adaptive niching all the possible solutions of the IK problem.

method. The only requirement of the algorithm is the forward « Unlike the other Niching Genetic Algorithms for solving
kinematics equations which can be easily obtained from the IK, this algorithm requires few parameters to be set with
link parameters and joint variables of the robot. For identifying the prior knowledge of the problem. This feature allows
and processing the outputs of this GA, a mpdlfled filtering and the algorithm to be used for solving IK of any robot
clustering phase is also added to the algorithm. The algorithm . .
was tested to solve the inverse kinematic problem of a 3 degree- configuration. . . .
of-freedom(DOF) robotic manipulator. « A Real coded Simulated Binary Crossover [12] is used.
This feature enables the algorithm to search in a con-
. INTRODUCTION tinuous joint space, not a binary one.

) ] _« A formulation for incorporating the joint limits in the
Path planning and control of robot manipulators require  gjmulated binary crossover is presented.
mapping from end effector cartesian space coordinates into, A modified Adaptive Niching method [10] was used
corresponding joint positions. This mapping is referredso to increase the algorithm speed without sacrificing the
the inverse-kinematics (IK) of the robot. Finding the piosit performance.

and orientation of the end-effector from the joint angles , A filtering and clustering method to find the solution
is called the forward-kinematics (FK) problem. Forward- regions is presented.

kinematics of a robot manipulator can easily be solved by , \worthiness of the algorithm was tested in solving for
knowing the link parameters and joint variables of a robot, 4 solutions of the IK problem of a 3DOF robot.

while the inverse kinematics is a nonlinear and configumatio
dependent problem that may have multiple solutions[1].

For some robot configurations the closed-form S°|Uti°ﬂ1
of the IK exist (e.g. PUMA, FANUC, etc.) [2], [1]. These
solutions only exist for a few robot configurations an
can not be obtained for all robots. Another approach t ; . ; .
the IK problem is fo use numerical methods [3], [4]. InPO solve the IK problem is explained. Section V describes

_ . . the filtering and clustering method. Finally, the results of
numgncal methods, thle-:-algonthm Converges on the SQluuc}ﬂnning the algorithm for positioning of a 6DOF robotic
that is closest to the initial startmg.pomt of the algomith manipulator is illustrated in Section VI.

Since most of these methods are divergence based, they are

vulnerable to local optimums. To solve IK for a redundant

I’ObOt, a genetiC algorithm was Used in [5] In that Work, || K|NEMAT|CS AND OBJECTlVE FUNCT|ON

the focus is on finding the best solution among all the ) )

possible solutions that minimize the joint displacementd: Forward and Inverse Kinematics

Most related is research from [6] and [7], where a fitness In Robotics, the problem of calculating the position and

sharing niching method was used to find multiple solutionerientation of the end effector of a robot from the joint

for a 2DOF robot. A prominent feature of these works ispace coordinates is called the Forward Kinematics problem

the use of real-coded GA in conjunction with tournamenThe solution to this problem can be found by defining the

selection. A drawback is they suffer from the need to seqiosition and orientation of each link frame with respect to

numerous unknown parameters. These parameters depdémel previous link frame as a function of the joint variable.

greatly on the nature of the search space and are differéftiis relative position and orientation of two consecutive

from one robot configuration to another. links, (according to the Denavit-Hartenberg conventids),
described by a Homogenous Transformation with the form:

This work consist of six sections. Section 1l explains

e IK problem and the objective function. In section llI,

d::e conventional niching methods and the adaptive niching
ethod are explained. In section IV the proposed algorithm
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in this equationR}_, (¢) andP?_,(¢) describe the relative Vi v —

orientation and position of the frame respectively. Theapar
meters of these matrices can be extracted from the physi
shape and configuration of any robot. To calculate the po
tion and orientation of the end-effectoff{. (61, 62, - - - 6,,))

with respect to the base of the robot for an arbitrar

g&fﬂereOd is the desired orientation defined in Euler angles,
nd fy; §; v;] are the Euler angles of the individual. With
3) and (4), the objective function for the minimization can
)pe written as:

[61, 02, --- 6,] the transformation will be:
O.F. =wp,Ep +w,Ep (5)
n wp, and w, are the weighting factors and can be used to
Toc(01, 02, -+, 0,) = HTZLl(@i) normalize their corresponding values. We recommend a value
i=1 for w, as:
R, |P ! ©)
oe oe wp =
which P,,.. is the maximum reach of the robot. To choose
0 0 0| 1 w,, the maximum and minimum allowable joint anglgs,..
and ¢,,;», can be utilized to compute the following:
On the other hand, the inverse of the FK, the inverse
kinematics, is the problem of findinf; 6, --- 6,,] from w — 1 )
T,.. This problem is a mapping from the 3D task space *" Gmaz — Gmin

to the joint angle space and usually has more than one
solution. For instance, a PUMA560 robot may have 4 or 8

Inverse Kinematics solutions [1].
(1 IIl. BACKGROUND ON THENICHING TECHNIQUES

A Genetic Algorithm, through Selection, Cross-over and
B. Objective Function Mutation operations, finds the individuals that have thet bes

hi h h ing th blem | fitness values and combines them to produce individuals that
In this paper, the approach to solving the IK problem is tQe - petter fitness values than their parents. This process

co?vert IItI tﬁ a rrlnlrlrllzgt[on probl;—:‘rr;‘ and thlen utilize a GAcontinues until the population converges around the single
to find all the global minimums _O the prob em.. o “individual that have the best fithess value. However, in a
In GAs, a measure of the fitness of each individual ig3rge number of applications with multiple global (or Iogal
requwgd to se_lect the most potent |nQ|V|duaIs for CroSBOV@)htimums, identification of more than just one promising
operation. This measure can be defined as the differenggin: ner generation is required. For this purpose, niching
between the end-effector position and orientation of thgathods modify the simple GA by changing the fitness
individual and that of the desired location. _ value in a way to encourage convergence around multiple
To measure the position error we use the Euclidean norgyytions in the search space[8]. In this section, we will
of the difference between the end-effector position of eagfiefly review the conventional niching techniques. Thea th
individual and that of the desired point in the cartesiarcepa adaptive niching via coevolutionary sharing techniquel wil
be explained in greater detail.

Ep = ||Pdesired - PzndH (3)

in this equation}P yesireq and P4 are the position vectors A Conventional Techniques

of the end effector in the desired point and the individual The sharing method[9], which is probably the most
respectively. To find the orientation error the Euler anglewell-known niching technique, decreases the fitness value
of the hand,a , § and ~, are used which give the sameof the individuals in densely populated areas and as a
orientation asx+ 7 , —3 and~y — 7. The Euler angles of the result decreases their chance of being selected. The gharin
desired points can be obtained directly from the homogenousethod, with a complexity ofD(N?), is computationally
transformation of the desired position/orientation of &émel-  expensive. Also, in sharing methods a priori knowledge of
effector. For the individuals, these values can be caledlatthe problem is required to tune the numerous parameters
from R, in (2). The orientation error formulation will be: of the algorithm including niche radius parameter [8].



Moreover, the algorithm is more suitable for problemg2) is an improvement over the original businessman, it will
with equidistant niches. The limitation of this techniquereplace the original one. If not, the mutation operation wil
for our application is that prior to solving the problem nobe repeated up to a multiple of the businessman population.
knowledge about the relative position of the solutions i thAn imprint operation was also suggested which chooses new
search space exists. In addition, number of niches chandassinessman randomly from the customer population instead
for different configurations of robots. These solutions! wilof producing them by mutation. With imprint, the evolution
also change with the position of the end-effector and aref the businessman population will benefit from knowledge
completely different from one robot configuration to anothe of the search space acquired by customers, and will not be
Crowding methods, another approach to niching includesompletely random. If the chosen customer could satisfy the
Standard Crowding, Deterministic Crowding and Restrictedbove two conditions it will replace the businessman. To
Crowding. These methods have a complexity @fN), find out if the selected customer is an improvement, the
however do not have the robustness of sharing methods [8ksignment of the customers to the businessmen must be
repeated. To accomplish the assignment, the calculation of
B. Adaptive Niching via Coevolutionary Sharing the .customer _distancgs from the members of the new set of
businessmen is required.

As noted, one of the disadvantages of Fitness sharing is thea|though this algorithm is not as sensitive to the values
need to set the niche radiug as accurately as possible. Thisys dmin as the conventional fitness sharing technique is to
requires a priori knowledge of the solutions of the problemgs, choosing an appropriaté,;,, is still of considerable
which is not available in IK problems. importance.

To address this drawback, Goldberg and Wang intro- cgN has been applied to a multi-objective softkill-
duced an adaptive niching algorithm via coevolutionargcheqyling problem with the imprint operation [11]. Rank
sharing(CSN) [10]. This algorithm is loosely based on thgaseq selection, elitist recombination, and non-domihate

economic model ofmonopolistic competition, in which busi-  gqting are some of the prominent features of that work.
nessmen try to position themselves, subject to a minimum

distance, among geographically distributed customers to
maximize their profit. In CSN two populations, businessmen V. ADAPTIVE SHARING TO SOLVE IK PROBLEM
and customers, work to maximize their separate interests. 1, sojve the IK problem, the algorithm must be fast

TI? ese two po pulagorsBmtgract with each other- a(.:cor?]'n&ﬁough to evaluate the solution for a very large space (e.g. A
to tf.ebec]?ng'mmlmo el. uglrr:essmen try to maX|r’;]1}|ze the¥ dimensional space for a PUMA or general purpose robots).
profit by finding locations with more customers, while CuSy; i pe able to find multiple solutions for all the possible
tomers try to shop from businessmen with better service, "ﬁoses of the end-effector. This algorithm must also be able

the closest businessman that is least crowded. to solve the IK for any robot configuration by the knowledge

For the customer population, fitness function modificatio%f the FK equations. In this section, the proposed algorithm
resembles that of the standard fitness sharing. If at agy <\« the IK is explained ’

generation, customerc is being served by the businessman
b who is the closest businessman, and thiatserving a total A. The Algorithm

My, customers, the shared fitnesscoif calculated by: An overview of the proposed algorithm can be seen in

() Table. I. A detailed explanation of each of the steps is as
fle) =1 8) follows:

Mo ¢ ceCy 1) Initialization: Two independent populations for Cus-
where C, denotes the customer set, whom businessmd@mers and Businessmen are randomly created. Each indi-
b serves. In other words, each customer shares its fitne4gual is consisted of, joint angles corresponding to the
value with the other customers of the same businessmdfints of the robot:

A Stochastic Universal Selection scheme and single point
crossover has been used in the original paper [10]. Q=lnaq - a)" (10)

The tendency of the businessmen is to place themselve?1
in regions that are more densely populated by custome?g,
subject to keeping a minimum distance &f,;,, from the
other businessmen. The fitness value of the businessme
simply the sum of the fithess values of its customers:

ereqq, g2, -+, qn are all real numbers.

To allow more individuals to be associated to the IK

s%utions which are close to the reachable joint space barde

r‘[qmm,qmax], an extended range of permissible andigs,, —

U\ qmaz + ], IS Used.

b(b) = Z £(e) 9) After the Customer anq_Busin.essmen popula_ltions are
randomly generated, the initial,,;, is calculated using the

. _ following equation:
In their paper, Goldberg and Wang used only a mutation

operation for the businessmen population. If a mutated indi
vidual: (1) is at least,,;,, far from other businessmen, and

ceCy Jt

H( dmax — szn)
dmin,‘mT = — 11
atart L+ (11)



Step [ Desciprtion |

in the previous step. Simulated Binary Crossover[12] igluse
for the crossover operation. Details can be found in section

1 Randomly Initialize the Customer Population
Randomly Initialize the Businessman Population IV-B.
Initialize dmin WIth dmin,are 5) Businessmen imprint: Each businessman is compared
with an individual randomly selected from the newly formed
2 Customers Raw Fitness Value Calculation parent pool. If this individual is an improvement over the
Businessmen Raw Fitness Value Calculation businessman and was,;,, away from all the other busi-

Assignment of Customers to the closest Businessman

Customers Shared Fitness Value Calculation nessmen, it will replace the corresponding businessman.

To check for improvement, we define the following value:

3 Forming the customers parent pool by Tournament Selection
Adding the fittest businessmen to the pool F(l) _ f(x) (13)
Nd?nin
zePV B

4 Customer Crossover .
where P and B are the parent pool and the businessman
populations respectivelyV,, . denotes the number of cus-

5 Businessmen Imprint tomers in the distancé,,;, from individual 2 and f(z) is
the raw fitness value of individual. F'(z) is a measure of

6 Updatingd,ix the potential of the neighborhood affor being a solution
region. Regions with higher customer densities and better

7 If the termination criterion is not reached return step 2 fltnes.s v_alu_e_s (Iower_ errors) at the center ha_lve IOWQr).
That is, individuals with lowelF'(z) are recognized as better

TABLE | businessmen. _
THE IK A LGORITHM Use of F(x) enables us to evade the computationally

costly process of reassigning the customers to businessmen
in the imprint step of the original algorithm [10].

For each businessman, this process is repeatgd;:
wheren, b, andx correspond to the degree of freedom (i.etimes, or until it is replaced by a better candidate. Hegg,;
number of joints), the number of businessmen, and the fittirig a multiple of the population number of businessmen.
index respectively. (11) uses> 1 multiplied by the distance  As the algorithm progresses,,;,, will decrease. Since the
between businessmen if they are spread equidistantly ousiisinessmen in close vicinity of the solution regions have
the n dimensional joint space. That ig,,in.,,,, Should be a high concentration of customers around them, even with
greater than the average distance between businessmen. the decrease af,;,,, they will still have customers in their

2) Fitness value calculation: The fitness valueg(c) and |ocal regions. Meanwhile businessmen further from sotutio
f(b) of customers and businessmen are calculated using (Bgions will be left without customers and are forced to find
Then, customers are assigned to the closest businessmggtter regions.
where closeness is measured using the Euclidean distance) Updating d,.,i,.: dmir is closely related to the accuracy
between customers and businessman. Based on these AShe end solutions. Lower values d;nin bring f|ex|b|||ty
signments, the shared fitness valyééc) of customers are to the businessmen to locate regions with better fitnesesalu
calculated with the fOlIOWing equation. This equation is and more concentrations of solutions.

In step 1),d,.;» Was set at its maximum value to prevent

f(e)=f(c) mp. (12)  the GA from converging immaturely on only one niche.
As the iterations continue, the niches begin to establish

3) Selection: Since Tournament Selection does not requir ) _ i
themselves around the solution points and the difference

a priori knowledge of the problem, it was used to create o
parent pool. between their fitness values decreases.

From the customers,, individuals are selected at random. !N this stép.di, is decreased in small step sizes towards
Of this subset, the customer with the least fitness valuerjerr It lowest value in the last iterations. In the GA pro.posed
is transferred to the parent pool. Choosing> 2 individuals here, the following function was used for updatig;,, :

encourages faster algorithm convergence. ;
In this step,b; businessmen with the best fitness values Amin = Amingr (1= A ; ) (14)
( f(b) ) are also added to the parent pool. By letting some maw

businessmen in the pool, there will be an increase customaviere ¢t and ¢,,,, correspond to the current iteration and

moving towards businessmen with high fitness values but femaximum iteration numben is the coefficient that defines

customers. These businessmen might not otherwise attrbow smalld,,;, can become.

customers. 7) Check for the termination criterion: If the termination
4) Customer crossover: In this step, the new generation of criterion is not satisfied the algorithm will return to st&}).(

customers are produced from the parent pool that was created



B. The continuous crossover operation

Crossover operation randomly selects two parehtsand
P,, from the parent pool and produces two childrer,
and Cy, from them. It has been shown that for continuous
search spaces, real coded GAs are more suitable than binary
coded algorithms [12]. In this paper, we use a Simulated Bi-
nary Crossover (SBX) [12] to apply the variable-by-varebl
crossover. SBX uses a randomly generated numbgt,) to
produce an random expansion rafigi) that defines how
similar the offsprings are to their parents:

Cs(i) — C1(i)

RG] .

Crossover is carried out with the following steps:

1) Of then joints, [ joints (I < n ) are randomly selected
for the crossover operation. The rest of the joint angles
will be transferred from the parents to the children,

unchanged. In our implementatién= 0.5n [13]. 3)

2) For each of thé joints angle selected in the last step,
a random numbetrys(:), is generated. The expansion
ratio, 3, is then calculated using:

(2up(i)) 7 if ug(i) < 0.5

B(i) = (16)

1
(W) " otherwise

wheren denotes the distribution index and can be any
nonnegative real number. For small values)ppoints
far away from the parents have higher probability of
being chosen, while with large valuesppoints closer

1
k(i) =
1 —ﬁ
w) — 20 (19)

This modification, by changing the probability distrib-
ution of 5(4), will guaranty that the produced children
are inside the variable range. Since the expansion ratio
of the children to parents is limited by the joint variable
limits, (17) calculates the maximum allowable value of
this parameter corresponding to each limit. (18) and
(19) modify ug in a way to set the probability of
choosing &3 less than3;i: (), equal to one. In other
words, for any arbitrary.g, the produced children will
be in range[Q771,in,aQ7rLa:1:]-

Finally, 5(7) is calculated from (16) with the updated
UQ(Z)

In the last step children are produced from the follow-
ing equation:

Ci(i) = 0.5[(1+6(2) Pu(d)
+ (1= 5()) P2(2)] (20)
Ca(i) = 0.5[(1—p()) Pui)

+ (14 6() P2(2)] (21)
and will be placed in the new generation population.

V. PROCESSING THE OUTPUT

to the parents are more likely to be chosen. A value The output of the GA is a set of points with high

of 2-5 produces a good estimate of the binary code@PpPulation density around the solution regions, and with
crossover [13]. In our algorithmy initially has a small lower concentration in the rest of the search space. In order
value ( 2 ) and with the progress of the algorithm ittO distinguish solution regions, a mechanism to detect the
will increase(to around 5) to let the solutions fine tunéegions: with high concentration of individuals and low erro
into the centers of the solution regions. is required.
When joint angles have physical limits, (as commonly |f the robot has 2 DOF, identifying these results in the
found), (16) must be modified to produce offspring®D space can be accomplished by observation, which is
that are located inside the joint limits. To accomplisH10t convenient if the GA is a building block for other
this, the following method has been proposed. Firsgoftware peripherals. Moreover, for robots with more DOFs
3; and By are calculated from the following equation (for example a 6 DOF PUMA), identifying these solution
for each of the joint variables: regions must be done in a 6 dimensional space, which is not
possible by visual inspection. Hence, a robust algorithm fo

. . clustering the results is required.
0.5(P1(i) + Pa(i)) = Guin 9 q

Br(i) = i In this section, an overview of the filtering and clustering
[Py (i) — Pa(i) method is presented.
ﬂH(l) _ _0'5(P1 (Z) + PQ(Z» + Gmax (17) A. Filtering

[ P1(i) = Pa(3)] The fitness function of each individual is the orienta-

tion/position error from the desired value. It is convenien
use the fitness function as a measure of filtering the results
before the clustering.

where P (i) and P (i) denote theith variable of the
two parents. Value ofig is then updated as follows:

Br(i) If B < 0m In the filtering phase, individuals with high fitness value
Brimit (1) = (18) (Error) are rejected and individuals with lower fitness ealu
Bu (i) otherwise are transferred to the clustering step.



B. Clustering

Since no priori knowledge about the number of solutions
of IK exist, the number of solution niche or clusters is also
unknown. To resolve this issue, Subtractive Clustering [14
is used to find niches. Subtractive Clustering is a one-pass
algorithm for estimating the number of clusters and their
centers for a set of data when the number of the clusters is
unknown.

Subtractive clustering assumes that every point in the data
set is a potential cluster center. This algorithm measures t
potential of each of the points based on the density of the
data set around it and then assigns the point with the highest
potential a cluster center. It then removes all other pdimts
the R sterr from the cluster center, and repeats the process
until all of the points in the data set are within the radius of
a cluster.

ChoosingR ;. st has a great effect on the number of clus-
ters that are detected by the algorithm. The larBgr,sie:,
the less clusters detected. Because the GA has filtering and
runs until a relatively good convergence is achievigd,, s
can be set to small values to detect all the solution regions
with good precision.

Note that in the GA, in cases whetg,;, = —= and
gmaz = T, If an IK solution is close tor or —m, a
concentration of individuals close to the other end of the
joint space(around-7 or = respectively) might form. For
example, in a 2D search space, if one solution of the IK
is [-m + e,---], a concentration of individuals around
[ —e,---] might form in the population. In the clustering
phase, these concentrations will be detected as two differe
regions. To counter this problem, the following equation is
proposed for calculating the distance of the joint varialé
two individuals:

d=min(q1 —q2 ¢ —(q2—2m) ¢ — (g2 +27)) (22)

VI. RESULTS. PUMAS560 IK SOLUTION

The algorithm was used to solve the IK problem of the
first three joints of a PUMAS60. The reason that only the
first three joints were used is that these joints are resplansi
for most of the positioning of the robot. The responsibility
of the 3 distal joints, the spherical wrist joints, is only
setting the orientation of the hand. In other words, the
problem can be decoupled to only a positioning by the first
three degrees of freedom and then an orientation for the
wrist joints. The parameters used to run the algorithm are
shown in Table Il. The algorithm was used to solve the IK
problem for three different hand positions. The coordinate
of these points in the cartesian space are given in Table. IlI

Tables. 1V, V, and VI show the actual solution of each
case in comparison to the results of the algorithm. All these
values are expressed in the joint space and are in radians. In

[ Parameter [ Value |
Customer Population | 600
Businessman Population 30
K 1.2
A 0.9
dmin -
dmazx ™
[ T
n 2-5
Repuster 0.795
Filtering threshold 0.1
Niimit 90
nt 10
bt 15
TABLE I

PARAMETERS USED IN THEGENETIC ALGORITHM

[Case Numbe] x [ v [ 'z |
Case 1 -0.3071 | -0.5193 | -0.0249
Case 2 0.4151 | -0.6273 | 0.285
Case 3 0.5525 | -0.3913 | -0.5522

TABLE IlI

TESTHAND PosITIONSFOR PUMA5S60

Actual Solution Q1 q2 q3
1 0.7854 | 2.3562 | 0.1309
2 0.7854 | -2.2711 | 3.1046
3 -1.8534 | 0.7854 | 3.1046
4 -1.8534 | -0.8705 | 0.1309
Algorithm Solutions Q1 q2 q3
1 0.8015 | 2.3975 | 0.0554
2 0.7256 | -2.3149 | 3.0705
3 -1.8453 | 0.8953 | 3.0716
4 -1.8776 | -0.8388 | 0.0722
TABLE IV

ACTUAL SOLUTIONS AND ALGORITHM OUTPUT FORCASE 1

ACTUAL SOLUTIONS AND ALGORITHM OUTPUT FORCASE 2

Actual Solution q1 q2 q3
1 1.9546 | 2.3562 | -0.6914
2 1.9546 | -3.0941 | -2.3562
3 -0.7854 | 0.7854 | -2.3562
4 -0.7854 | -0.0475 | -0.6914
Algorithm Solutions q1 q2 q3
1 1.9638 | 2.3363 | -0.7530
2 1.9357 | -3.0838 | -2.4796
3 -0.7775 | 0.7547 | -2.2749
4 -0.7791 | -0.0356 | -0.7024
TABLE V

Actual Solution q1 q2 q3
1 2.3019 | -2.56337 | -1.3464
2 2.3019 | -2.3562 | -1.7012
3 -0.3927 | -0.6079 | -1.7012
4 -0.3927 | -0.7854 | -1.3464
Algorithm Solutions q q2 q3
1 2.2651 | -2.4617 | -1.5835
2 2.3038 | -2.3154 | -1.8715
3 -0.4047 | -0.6220 | -1.6732
4
TABLE VI

ACTUAL SOLUTIONS AND ALGORITHM OUTPUT FORCASE 3
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Fig. 3. Output of the Algorithm for case 3

Fig. 1. Output of the Algorithm for case 1

[ Case number| Niche.1 [ Niche.2 [ Niche.3 ] Niche.4 |

1 0.049 0.02 0.049 0.035

2 0.066 0.101 0.019 0.037

3 0.005 0.031 0.041 —
TABLE VII

THE ERRORS OF CASE4-3 (M)

been distinguished with arrows.

In case 3, the solution regions are very close to each
other. As a result, the algorithm may confuse the two very
close regions as one cluster and converge on them as a
single solution. In Fig. 3, which is the output of case 3, the
algorithm has detected 3 of the 4 possible solutions. As can
be observed from Table. VI, Two of these found solutions
are in the close vicinity of each other. The other soluticat th
was located by the algorithm was actually two very close
solutions of the IK.

Table. VII the errors in detecting the different niches are
shown. These results were obtained after 15 iterations. For

Fig. 2. Output of the Algorithm for case 2 each of the points, the algorithm reached the results on an
average of 60 seconds, with MatLab on a P4 processor
with 512MB RAM. If higher precisions are required, the

Fig. 1, Fig. 2 and Fig. 3 the results of the algorithm and thg|gorithm can be run for longer iterations to converge more
actual solutions of the IK are shown. In these figures, thgn the niches. However, increasing the iterations brings th
smaller circles denote the output of the filtering algorithmyisk of loosing some of the niches.

algorithm. The large filled circles are the actual solutiend  the generations evolve.

the crosses represent the position of the businessmen. Fig. 5 shows that the average of error of the individuals
As can be seen from Fig. 1 and Fig. 2, some of thg also decreasing.

individuals had converged on the points close to the limits

of the joint angle on a position mirror to the actual solution VII. CONCLUSION AND DISCUSSION

point. With the modifications to the subtractive clusteringt An adaptive niching strategy was presented and used to

was explained in section V-B, these points were assignesblve for multiple solutions of the IK problem. Since this

to the same cluster they tried to converged on. In the twalgorithm uses the minimum preset parameters, it can be

figures convergence regions that are actually the same haeneralized to solve IK of a robot with unknown degrees

3
T
- - )




Fig. 4. minimum error of the cases 1-3 with respect to iteratiomber

Average Error with Respect to the iteration number
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Fig. 5. Average error of the cases 1-3 with respect to immatiumber

The proposed algorithm can also be used in conjunction
of another optimization measure, e.g. minimum joint angle
change, to solve the IK problem of redundant robotic ma-
nipulators.
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of freedom and configuration. The algorithm is benefiting
from real coding, adaptive minimum distance setting of
businessmen and adaptive real coding distribution index.
To process the results, a subtractive clustering algorithm
was also modified for the application. It was shown that
the algorithm works with good precision/speed performance
in the whole search space and for all the possible hand
position/orientations in space.

This algorithm can also be used in conjunction with a
numerical method in order to increase the resolution and
precision of the results. The regions that were detected in
this algorithm will be used in the numerical method as the
initial search points and the numerical method can continue
the convergence of the result to any required precision.

To incorporate a spherical wrist in the problem, the
positioning part of IK can be solved with the proposed
algorithm. Then the joint variables of the spherical wrighc
be calculated analytically in order to set the orientatién o
the end-effector to the desired values.



